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or readers desiring
- to know how the ra-

tional human mind
might be understood and en-
hanced through computer-
based representations and algo-
rithms, Computational Logic and Hu-
man Thinking is a must-read. The
subtitle, How to Be Artificially Intel-
figent, offers a further challenge that
suggests that this bock might also
make an important contribution to
understanding how humans think,
justify their thoughrs, and present
coherent.argurments.

Kowalski’s goal is 1o “attempt to
show that the practical benefits of
computational logic are not limited
to Mathematics and Artificial Intel-
ligence, but can also be enjoyed by
ordinary people in everyday life, with-
out the nse of marhemarical norarion”
{p. 2). Logic, Kowalski suggests, in the
tradition of Aristotle and Boole, of-
fers a formalization for human laws of
thought. Aristotle developed his the-
ory of logic and reasoning in the Or-
ganon, or The Instrument, 2 term used
by commentators to collect his various
writings on logical forms. But Aristo-
tle’s logical forms also appeared in his
Rhbetoric—for example, I-1I, where he
suggested that their use is valuable for
developing clear thought processes
and presenting convineing argu-
ments. Kowalski, following Aristotle,
has also made computational logic

the unifying theme for developing

crivical human skills for thinking
and reasoning: logic “focuses on the
formulation of normative theories,
which prescribe how people oughe o
think. Viewed in this way, Computa-
tional Logic can be regarded as a for-
malization of the language of human
thought” (p. 2).

The Details

The book is written in an easy-
flowing and example-driven style.
Chapter 1, for example, takes the
set of instructions that make up an
“emergency notice” on the London
underground subway system and
translates these into the conditional
language of logic, including the if
then, and, o7, and not connectives. In
Chapter 2, Kowalski addresses argu-
ments proposed by cognitive psychol-
ogists suggesting that humans aren’t
logic-based reasoning systems. In the
following chapters, Kowalski uses an-
other example—Aesop’s fable of the
fox and the crow—to introduce the
notions of backward, or goal-driven,
and forward, or data-driven, reason-
ing. Using these different reasoning
modes, the human agent produces a
search process, moving across a set
of possible world states in the pro-
cess of trying to build an argument or
accomplish a task.

Because the reasoning scheme (or
controlling process) of choice for
Kowalski’s computational logic is a
form of resolution, Chapter 5 makes

an argument for the use of negarion as
failure in the context of human rea-
soning and decision making—so ba-
sically, the failure to find a fact true
can lead to the justification of it be-
ing false. This is a reasonable choice,
T feel, when an agent has knowledge
of all the relevant facts (the dosed-worid
assumption). However, the argament
is unconvincing when, as usually hap-
pens in human reasoning, such an as-
sumption isn’t warranted.

In the following chapters, Kowalski
proposes a form of Emil Post’s' and
Allen Newell and Herbert Simon’s®
traditional production system as a
cognitive controller, or architecture,
that is able to apply goal- and data-
driven reasoning schemes. This soft-
ware architecture has been shown by
cognitive psychologists to support
many of the observable features of
human problem-solving performance.
As part of the decision-making com-
ponent of production systems—the
so~called conflict-resolution scheme—
Kowalski reiates his approach to the
modern decision theory of Daniel
Kahneman and Shane Frederick.?
Kowalski invokes the prisoners’ di-
lemnma problem (the classic conflict
between individual self-interests and
collective interests in various con-
texts), including strategies and pos-
sible solutions, to demonstrate the
addition of decision theory to conflict
resolution to control the production
system architecture.

To complete his presentation, Kow-
alski describes other related aspects
of human decision making including
the meaning of life, abductive infer-
ence,' agents in an evolving world
of goals and purposes, and meta-
logic. In the book’s final component,
Kowalskiaddressing related arguments
from the psychological community—
argues for the cognitive plausibility

CISE14-4-B00ks.indd 4

COMPUTING IN SCIENCE 8 ENGIHNEERING

6/9112 4:33 FM



of his computational logic formaliza-

tion of human reasoning and decision
making.

Analysis

Kowalski has been careful, in his
goal of making the book accessible
to the general interested reader, to
exclude from his writing almost all
mathematical notation. To comple-
ment this less formal presentation in
the book’s body, he has included six
appendices that offer a rigorous for-
malization that supports his earlier,
more intuitive presentation of the
chapters. These appendices serve as
excellent rutorials for the motivated
reader. Their content includes the
syntax of logical forms; logic-based
truth as Herbrand interpretations;
forward and backward reasoning
schemes (including claims for sound-
ness and completeness); minimal
models and negation; resolution refu-
tation systems; and abductive logic
programming.

Although Kowalski has kept equa-
tions out of the 17 chapters of his pri-
mary presentation, his writing isn't
free from artificial intelligence and
computer science techmical jargon.
He uses such science-specific terms as
closed-world assumption, minimum
models, meta-logic, default or defea-
sible reasoning, negation as failure,
compile/decompile, encapsulation,
and many more. The author could
have done a great service to the gen-
eral reader by avoiding these terms
whenever possible; or when such ter-
minology was necessary, by describing
their meanings in a way that’s easily
understandable to a nonspecialist. In
future editions, it would be helpful to
provide a glossary of such terms to as-
sist some readers.

What I liked best about this book
is that, as his top-level goal, Kowalski

has taken on the task of developing
a full epistemological stance. This
stance attempts to address, in the
form of a computational model with
relared search algorithms, what it
means for the human agent to per-
ceive stimuli, reasom about their
meaning, and respond appropriately
within the constraints of an ever-
evolving world. Kowalski’s enter-
prise is much broader than piecemeal
research on issues such as goal-
reduction azlgorithms or truth in
minimal models.

The cognitive architecture Kow-
alsld chooses for his epistemological
stance—the production systern—has
a long history in cognitive science,
with its earliest use and justificavion
by Tuaring Award winners Newell
and Simon.? In more recent years,
it has been extended, in the Soar ar-
chitecture, to include agent learn-
ing of new rulesskills’ The broad
epistemological viewpoint developed
throughout this book, with its goals
of understanding the nature of human
reasoning and improving its use in the
challenges of normal life, reflect many
of the insights Kowalski has garnered
during more than 40 vears as 2 highly
successtul researcher in the fields of
artificial intelligence and compura-
tional logic.

In this book, Kowlaski takes on
an enormous task--which, of neces-
sity, requires assessing the nature,
representations, and processes en-
abling human reasoning. So it's only
natural that there will be a number
of epistemological issues that remain
unresolved. For example, Kowlaski’s
adoption of the production system
architecture of the 1970s and 1980s
as the brain’s “software” that controls
decision making,? is seen today as an ex-
ample of Daniel Dennett’s Cartesian the-
ater® a remnant of Descartes’ dualism.

This theater is a hypothesized special
place in the cortex where decision
theoretic algorithms sort through
specific choices brought forward by
sensory, emotional, memory-based,
linguistic, and other components of
the human agent. Modern science
proposes a much more decentral-
ized and distributed architecture for
cognition, a society of mind’ with key
constituent roles played by multiple
distribured elements of the human
system. For example, the finger moves
from the hot stove more quickly than
any nerve signal can go from the fin-
gertip to the brain’s Cartesian theater
and from there to a process for motor
contro] and finger withdrawal.

A further concern is how the
components of Kowalski’s “thought
processes” are to be reified (made con-
crete) in the form of logic expressions,
as he proposes in Chapter 2. Although
logic is both a convenient and suit-
ably expressive representation, when
it’s then coupled with specific search
algorithms and related assumptions
(that is, a closed world), the entire
system becomes impossible to estab-
lish as a necessary model for human
reasoning in any scientific sense. This
confirmation problem is called repre~
sentational indeterminacy by the psy-
chologist John Anderson® and other

philosophers of science.

Il n this serious and enjoyable book,
! Kowalski proposes a specific, ntili-
tarian, and sufficient model, in the sci-
entific sense, of human subject/world
communications. And, as Aristotle
suggested long ago, the sufficiency
of this logic-based representational
effort could offer insights that can
lead to more coherent reasoning, writ-
ing, discussions, and arguments by
human agents. &t
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